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Abstract: In this paper the main focus is on identifying opinion features via its distributional disparities across two 

Corpora domain dependent which is intrinsic domain and domain independent which is extrinsic domain. In the Initial 

stage candidate features are extracted via syntactic rules, then in the second stage we calculate domain relevance Score 

of candidate features related to intrinsic domain which is Intrinsic Domain relevance score(IDR Score) And that of 

extrinsic domain is Extrinsic Domain Relevance Score (EDR Score). At the very last stage we identify the Opinion 

features by thresholding activity. Those candidate features intrinsic domain relevance score greater than Threshold and 

those that having score less than extrinsic threshold is identified as opinion feature. We further determine the polarity of 

opinion feature whether it is positive, negative or neutral 

 

Keywords: Candidate features, Intrinsic Domain Relevance Score (IDR Sore) and Extrinsic Domain Relevance Score 

(EDR Score), Opinion Features. 

 

I. INTRODUCTION 

 

Nowadays, people prefer to buy products Online. They are 

interested to know which product Receive such rating 

rather than knowing the Polarity of opinion they are 

interested to know which Aspects of the product made it 

receive such rating. Our IEDR approach identifies such 

aspects which make it easier for the user to know about the 

product Very well. Example 1.1The look of phone is too 

good. RAM is sufficient. Here, the system will identify 

feature such as look And RAM. Further we have 

determined the polarity of the Opinion features. The look 

is as associated with good Is the positive aspect in the 

same way RAM is associated With the adjective sufficient. 

So the RAM is positive The Example 1.1 is a positive 

opinion given by the user. 
 

In our system we have identified opinion feature by 

Exploring its distributional characteristics across two 

corpora domain dependent and domain independent. 

Domain dependent  is recognized as Intrinsic Domain And 

domain independent is Extrinsic Domain. Our System will 

first extract candidate features using Syntactic rules.  
 

Then it will calculate Intrinsic domain Relevance 

score(IDR score) and extrinsic domain relevance 

score(EDR Score) of the candidate feature. The Score will 

be compared with the threshold  if the IDR Score is greater 

than the intrinsic threshold and EDR Score less than 

extrinsic threshold it will be identified As opinion feature 

 

II. LITERATURE SURVEY 

 

G. Qiu, C. Wang, J. Bu, K. Liu, and C. Chen[2],here 

dependence grammar is used in order to find the features, 

the syntactic parsing is thus the pioneer of authors work. 

The syntactic roles played by different words in a sentence 

 

 

thus help to extract the features from the review corpus. 

The extracted features were further used in order to find 

polarity of sentence In LDA [3] defined as latent Dirichlet 

allocation, which is the unsupervised learning method was 

proposed where emphasis on reducing, the document 

length which can be further be used for classification, 

summarizing, relevance Detection.  

 

The generated documents consist of Topics which are the 

aspect. The method thus helps in order to extract features. 

As it keeps the count of occurrence of word in a document 

of the topic extracted. In the paper[4],mutual 

reinforcement principle is used, in order to identify hidden 

sentiments between product features and opinion words. In 

this approach clustering in done based on the content 

information and Sentiment link information 

 

III. SYSTEM DESIGN 

 

 
Fig 1 System Architecture 

Polarity of 

features 
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Fig. 1 Shows the system for Intrinsic and Extrinsic 

Domain relevance The proposed system includes the 

following modules: 

 

1. Candidate Feature Extraction 

2. Domain Relevance Score Computation 

3. Identifying opinion feature 

4. Polarity of Opinion feature 

 

A. Candidate Feature Extraction: 

In order to identify opinion features the initial Stage is to 

extract candidate features. The syntactic Rules have been 

employed in order to do so. In Which the first one is if the 

dependency relationship Is subject verb that is if the noun 

which is in subject  feature has a dependency relationship 

with Verb/adjective object. 

 

Then the subject opinion feature   is     Identified as 

candidate feature. In the similar manner, the verb has 

relationship with object feature then the object is identified 

as Candidate feature which is Verb object (VOB) 

Dependency  relationship. Same way is that of  

Preposition object. Preposition has dependency Relation 

with the object feature All candidate feature are extracted 

Are not valid in order to find out the valid ones 

Our system further calculates domain relevance score 

 

B. Domain Relevance Score Computation: 

The candidate features domain relevance Score is 

computed by dispersion and deviation. Dispersion 

determines times term appear across All document in the 

review corpus. Whereas, Deviation means the term 

mentioned in a Particular document.  

 

Dispersion and deviation which are used for to determine 

domain relevance are computed using term weights which 

are term frequency and inverse document frequency. The 

appearance of term in document is calculated as.  The 

weight of term in document is calculated as, 

 

 
 

The standard variance of term is calculated as, 

 

 
 

The average weight of term across all documents is 

 

 
 

The dispersion of each term in the corpus is defined as, 

 

 

The average weight if term in the document is calculated 

Over all M terms, 

 

 
 

Deviation specifies how specifically a term is mentioned 

In a particular document, 

 

 
 

The domain relevance score of term is calculated as, 

 

 
 

C: Identifying Opinion features 

 In this module opinion features are identified. The score 

computed by the second module is Compared with the 

threshold. If the candidate Feature score is greater than 

threshold and if The candidate feature score is less than 

the Threshold. The feature will be recognized as Candidate 

feature. 

 

D. Polarity of Opinion feature: 

The feature identified by the third module which Are the 

opinion feature of which polarity is determined. Whether 

the opinion feature is positive, negative or Neutral.  

 

IV. EXPERIMENTAL RESULTS 

 

In the very first module we extract candidate features are 

extracted .The intrinsic domain our system works on is 

Mobile, Hotel and the extrinsic domain is  Culture and 

automobile 

 

A. Candidate Feature Extraction: 

 

 
Fig. 2 .Candidate Feature Extraction 
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B. Domain Relevance Score Computation: 

 

 
Fig. 2.Domain Relevance Computation 

 

C. Identification of opinion features 

 

:  

Fig3.  Opinion feature Identification 

 

D. Polarity of Opinion features 

 

 
                      Figure 4: Polarity of Opinion feature 

E. Result Analysis 

we have identified features of mobile domain by its 

distributional disparities across culture domain. In the 

similar manner we have done for hotel and culture. 

Precision and recall is calculated as, 

 

Precision= Correct features, 

                    Retrieved features 

 

Recall =     Correct features 

                   Features in domain 

 

F-measures = 2* Precision*Recall 

                          Precision + Recall 

 

Table 1: Feature Opining Mining for Mobile and Hotel 
Domain Correct 

features 

Retrieved 

features 

Features 

In 
domain 

Precision Recall 

Mobile-

culture 

76 89 95 85.3% 

 

80%  

 

Hotel 

culture 

62 91 88 68.13 % 

 

70.45% 

Mobile- 

Automobile 

68 85 95  80% 71% 

 

 

Table 2: F-measure for mobile and hotel corpus 
Domain F-measure 

Mobile-culture 82.56% 

Mobile-Automobile 69.27% 

Hotel-Culture 75.23% 

 

  It depicts that even thought the same extrinsic domain is   

chosen for mobile and hotel precision and recall differ.    

The results for hotel is poor as because the Reviews given 

by user includes not only aspects of hotel but irrelevant 

and thus extraction becomes challenging. The intrinsic 

mobile domain and the extrinsic domain Automobile is 

chosen it is found that 

 

 
Figure 4: IEDR Performance on mobile reviews versus 

choice of domain independent corpus 

 

V. CONCLUSION 

     

In or paper we represent a novel inter-corpus disparities 

across two corpora domain dependent which is intrinsic 

domain and domain independent which is extrinsic domain 

It depicts that by result analysis  a selection of domain 

independent corpus should be proper completely irrelevant 
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domain should be selected by selection of domain 

independent corpus correctly we get better results for the 

identification of opinion features related to our domain 
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